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1. Abstract

A joint study between the Computer Working Group of the SSC Solenoidal Detector CoUaboration (S DC)
and IB\l’s Federal Sector Division is focusing on the use of Object Oriented .l.nalysis and Design on thr
SDC Offline Computing System. One key challenge of the analysis is to discover an cfilcient way t, I store
and subsequently retrieve raw and reconstntcted event data, estimated to be 2 petab~~cs per year.

The Object Oriented approach being used during the analysis and early design is intended to yield a smooth
transition to detailed dcsigrt, prototyping and i.rnplcmentation. The object oriented apploach is used as a
sutproccss of a larger process used by IBM FSD, i.e., a systematic approach to architect ing and intcgmt ing
Iurgc complex systems. A description of the overall process and early results we dcscribccl in a study report
(see reference 1) produced jointly by the SDC and IIIM FSD. The overall process focuses cm requirements
analysis, operational concept development, problem domain decomposition, development and selection of
cmdidate architectures, automated perfommna modeling and soflware architecture. This paper wilJ focus
primarily on software architecture.

The high level so!lware architecture is viewed as a layered stack consisting ofi system smkes, common
physics application framework and unique physics applications. Objeet oriented analysis is being used to
investigate the data storage and management of the event data, An object hierarchy is being created and
operational concept scenarios arc being used to validate the desi~. Several data base prototypes can then be
developed, e.g. objcet oriented or relational, to prove the concept.

The object orient.xl development is fundamentally difkrcnt from traditional functional approaches to design,
such as those based exclusively on data flow. Object oriented decomposition more closely models a person’s
perception of reality, henec the developed system is more understandable, extensible, and maintainable.

Although the description of the above proaw is of necessity linear, the actual development proass is itera-
tive, The object oriented methodology makes iteasier to repeat the development steps at progcssively fuwr
ICVC]SOf detail.

I .\l).ll Jl I l-l
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2. Introduction

2.1 Background on IBM FSD

lB\f Federal Sector Division has about 13,000 employees and annual revenues of over $3 bilhon. lB\l
FSD has 6 sites in the United States including 13cthcsda, Owcgo, Gaithcrsburg, \lanassas, Boulder and
Houston. l13\l FSD Houston has a 30 year legacy supporting XASA Johnson Spaceflight Center from the
~lcrcu~ program through Gemini, Apollo, Skylab, ASTP, Space Shuttle and the current Space Station
program.

1l)\l [:S D I lous[on has An experienced kll base in large complex systems in software engineering, systems
integration, and program management. FS D I louston also has lab facilities for advanced technology, proto -
[yping new sy;tcms and live test demonstrations. The IBM FSD Houston shuttle flight software project was
evaluated by NASA at level 5 (highest level) on the Carnegie Mellon Software Engineering Institute Evalu-
ation Scale in 1989. lB\l FSD Houston also won the award for kst software lab within IBM in 1990 and
1991.

2.2 SDC Computing Architecture Study

The SDC Computing Architecture Study (see reference 1) was a joint study between members of the
Solcnoidal Iktcctor Collaboration and IBM FSD. The study covered the pied from April to Dcccmkr,
1991, The study focused on early analysis & design of the SDC Oill,ine Computing System. The study was
also used to support the SDC Proposal to the Depatiment of Energy, which is to be Mivcred in April of
1992. The study includes the foUowing topics.

“ Operaticmal Concepts Development

● SDC Systcm Architecture Analysis

“ SIX Software Architecture Analysis

● Performance Modeling

“ Standards and Technology Forecast

“ Costing “

This paper will focus on the results of systcm and software archi[ccture analysis,
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3. SDC System Architecture Analysis

3.1 Process Used

T% process being used is one suitable for the analysis phase of the system life cycle, i.e., prior to the stan of
software and hardware dcsigr.

The Systcli~ Architecture Analysis process, as portrayed in figure 1, consists of the foUowing steps. First,
requirements frcm the SDC Proposal Computing Section draft were arialyzcd and sorted into rcquircrwnts
~rhich addressed each of the following categories:

●

9

●

●

●

System Boundary

External lnterfaecs

Major Functions

lMajor Data Sets

Internal Interfaces

The above was used to
results section.

produec a Problem Domain Block Diagram which is described below under the

A Operational Concept was developed by an IBM en@teer gathering and iterating upon written secnarios
from SIX physicists w-ho assumed the mle of end users. The details of this Operation Concept arc provided
in the study (reference l). The Operational Concept @cs valuable insight into how the end users expcet the
system to lx used and is a valuable tool in subsequent wWation of propscd architectures,

Evaluation criteria reflecting cost, schedule, pcrformanec and environment were developed next via extraction
from the proposal requirements. These were then reviewed with SIX members. Evaluation criteria arc used
to pick the best choice of candidate architectures later in the proecss. Evaluation criteria arc identified early
in the process in order to make ti~e frnal selection more objcetive.

After the Problem Domain Block Diagarn was developed, several target arch.itceturcs were idcntfied. This
is basically as far as the stu$ y has gone to date, relatij sc to analysis of ihe system amhitccturc, The next step
\will be to use the evaluation criteria to select a best candidate(s). Finally, the sclcctcd architecture will bc
vwificd through reviews and applying the operational concept, At that point there is fcedbtick into the
requirements anJ architectural analysis and the whole process iterates,

1 WI}( <. .1,.... .\. , 1.,1,., 1,,., ! #\,, ,1! .. . . l-l
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3.2 Results of SDC System Architecture Analysis

3.2.1 Evaluation Criteria for SDC Offline Computing
The folkwing evaluation criteria were identified as selection criteria to judge alternative proposed archilcc-
lures.

“ cost
- 1ladware acquisition & maintenance costs
- Softworc acquisition & maintenance casts (re-use, make or buy options)

– Public domain (H EPLib, etc.)
— Custom developed internally or with outside help
- Cornrncrcial software disttibutcd I.icenccs & maintenance fees

● Schedule RisK
- Ability to meet all critical mi.lcs!ones
- AvtiabiJity of products to meet evolving standards

- External dependency risks
- Availabtity of critical Mls

● Performance
- 100 raw events/second, received from level 3 processing and processed through production recon-

struction without loss of data.
- Storage of 100 reconstructed eventshccond or 10** 15 bytes/year (ever.t size = i megabjle; IO*”7

seconds/year), An equal amount of storage assumed for raw event data.
- Any two of three activities supported mncurrently (production reconstruction, second pass rccon.

stnrction, simulation)
- Data reduction of the 10°$15 bytes of rcconstmeted data to a 10** 14 byte archive sample and a

IO**9 cven[ online sample.
- Transfer of a 10**5 event sample extracted from from the IO*”9 event ordinc sample to a single

user’s workstation within 3 hours.
- Access to any event in the raw or reconstructed archive within 24 hours. Access 10 a large number of

archived events within 2 weeks,
- Accommodate 2M concurrent analysis users including 50 at the SSCL and the remainder at rctiona.1

ccntcrw’instituliom.

“ Environment

- Techrtolo~ insertion and w~ftware portability
- Gxn.rnon user interface; support for expert and ad hoc users
- Data stmctures transparent to ph} sits ima.lysis users
- lnlerqxxability between the SSC L and remote i.mit utions
- lxvels of code man~mcnt across distributed environment, e.g.:

_ l~rodu~[ion rcconstmction at the SSCL
— Analysis at remote institutions

- ,\utnmamd test touls and test data gencrwion

3 ?.2 Problem Domain Block Diagram
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,

“ Detector Control Devices which output environment performance data and receive control signals.
These interfaces are with the Detector Control & .Monitoring functional component.

● Detector Operators who enter control requests and mccive performance data from the Detector Control
& Monitoring functional component.

● Physics L’scrs who have a number of interfaces as shown with Data Storage & Managemelil, Simulation
and Analvsis functional components.

Functional Components are:

“ Data Acquisition Level 3 triggering which provi&s Level 3 data to Data Production & Classification and
to Data Storage & Management. Data Acquisition Level 3 Triggering receives control signals from
Detector O~rators via IMector Control & Monitoring.

“ Data Production & Classifkation receives Level 3 data from:

- Data Acquisition (realtime level 3 data)

- Data StoIage (playback of mal level 3 data)

- Data Storage (playback of simulated level 3 &ta)

Data Production & ClaaMcation rcccives control signals from Defector” Operators via Detector Control
& Monitoring.

● Data Storage & Management receives data (for storage) from a number of sources as shown on the
block dia~. Data Stomgc & Management in turn provides data to ● number of desti.mtions as
shown.

“ Simulation interacts with Physics Lkcrs and provides simulated data to Data Storage & !Managernent
and to the Analysis functional component.

“ The Analysis ftmctional component provi&s analysis results to Physics Users in response to their
request criteria. Analysis results can also be stored via Data Stow & .Wnagcmcnt. Inputs to analysis
are reconstmcted &ta, fior analysis data, and (more rarely) level 3 data from Data Storage & Ylanage-
ment. Simulated reconstnsctecl &ta or level 3 data is also available fmm the Simulation functional com-
ponent.

Finally a number of major categories of data are encapsulated (owned) by the the Data Mnagemcnt &
Storage functional component. These data categories arc listed in the cylinder icons on tbe figure.
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3.2.3 SDC Conceptual Architecture

Computing technologies have advanced signdlcamly in the past five years and should continue to do so.
Cetiairdy the number of companies associated with the computing and communication industries have
exploded in the past ten years. Today, many vendors are specializing in particular areas of computing which
has

●

●

●

●

lead to scverai developments m the industsy.

More distributed solutions, due to picking the “best of breed” products from a variety of vendors.

Need for standards to allow comcctivi[y between this variety of products.

Need for stantis to allow tccho]ogy inwrtion as the products continue to e~’olve.

Increased system pcrfolmance via product ‘spcnalities-.

We have aU witnessed the decline of the general puqmse, large mainframe compu[ing solution in favor of the
Icss costly srnallcr distributed systems. Before, where computing meant a main.frame, onc can now specialize
and choose from powerful workstations, computing clusters, massively pamllel computers, vector supcrcom-
puters, as weU as other symmetric multi-processors (fron. workstation to mainframe class). AU in a variety
of sizes, prices and from a variety of vendors. Similarly, advances have occmd in communications technol-
ogies (Ethernet replaced by gigabit LAM and switches), and storage technologies (optical disk, helical scan
tap, rotmtic libmries, etc.). These advances have Icad to a building block approach for cost effec[ivc large
computing systems.

Future generations of computing (processing and data stomgc) $~stems will consist of a coUection of such
high Prfonnancc %Iocks- or scmers made up of computing cn@nes, database engines, and storage subsys-
tems, all connected %ianetworks and managed by a network ftte acwer and system manager. Local data will
be transferred directly between storage subsystems and computing engines via a switched point-to-point
network fabric, obviating the tmditional need for store and forward through an intemmdiatc computer.

The SDC Conceptual khitecture, portnsycd in Figure 3, rcprcscnts an architecture which maps to emerging
industty standards for such a high Prforrnancc data system. This generic model features muhiplc compute
servers, &ta storage servers, and systcm management scfiers coupled together by a high sped data network
and a low s-d control network. This type of architecture offers the foUowing advanta~s:

9

●

.

.

.

.

Separation of communications for data and control. The higher cost systems interconnect is JL.., Ictcd to
those system compmcnts which need the higlwr bandwidth data paths, while separate lower cost control
paths prevents control bottlenecks with bulk data flow.

C~ncurrcnt high speed data storage and retrieval. For exarnplc, data from the Reconstruction Processor
Farms can be stored on th~ Hierarchical Disk and Archival Farms at the same tirnc that the AnaJysis
Workstations QJCmtricvtig data fiics. mS data movement could be accomplished via an intclligmt
tIIPPl switch ( 100 Mbfie;scc), or a future option such m the Fibrc Channel.

Functionally coherent servers which will exploit present & future stamlard componcms, e.g., 1S0
systems managcmcm or IE17E ,Ylass Storage Rcfercncc ,Modcl.

Scala!Jc semms, cormnunications and storage subsystems. Each scsver is tailored in size ;md cost to Iw$t
match thc user requirements }:or example, the Reconstruction Prmessor Farm may be several indc-
pcndcn[ clusters of tighlly couplctl workstations attached to the network (scaled to meet cur-runt proc -
c~sing nwls), yet easil! expanded Jia Wi[iomd clusters to meet future processing nculs (gn~ivth J.

Autom:ltcd hicrarchlcid data manugcmcnt, with migration and caching. I:or c.mmplc. the hicrwcllll,il
~[or~gc may cotlsisl ot’ muttiplc Ilisk ,\ ITavs, an optical Jukchox and mulliplc uu[umutu.1 hchc;il W.U]
l;tpc Iibrm-ics its indq-wmlcnt subsystcm~ N ~tt:tuhcd to the network, yet miumgul via the nc[}t(}rk tik.
wmcr at a single intrgrillcd systcm

Jl:lxilnltcs USC of [~(~lnfllcrcial.otl. ”l’ll~-Sllcl( ((.() [“S) hardwdrc LUNJsohwurc IIwrrhy rlxluclf]g Iilc u)( It’

c{)sI (hlwcr mumtcnw~~e, up~mlc.:lhlht!, cIc, ).

.. . . . . .. -.
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The SDC conceptual architecture, as pot-lrayed in Figure 3, is a framework for building rJilTcrcnl hardware
architectures by seltiting diffemn: option. for the Imxes in the diagram, e.g.:

● Disk Farm --

1. I [igh speed disk anays.

2, Diswibuted disks.

“ Archive Libraries --

1. I Ielical Scan tape (Nletrum, E-SyStcm, Sony, Exaby~e).

2. Future Opti-al Tape Libmies (LascrTape, CrcoJ.

3. Optical Disk Jukebox (Kodak, L5Y11, I [P).

● Rcconstnmticm Proce: Farm --

1, Tightly or loosely coupled clusters.

2. lN’lassivelyparallel processors.

“ l{igh speed system interconnections .-

1. Fibre channel standard.

2. HIPPI.

3. FDDI.

IXWrent options of hardware architectures are developed usiig the foUowing assumptions:

● A 10 second latency in production reconstruction is acceptable as long as no level 3 data is lost, e.g., to
meet the IOOK Mips needed, one could usc one thousand 100 Nlip processors where each processor
would take I(I ~ond,s to p~cess a single event.

“ Analysis computing i~~u~s for 50 local SSCL users must be provided. A typical analyst would
require 2 to 3 jcbs turned around during prime shift and more ovctnigltt.

“ A typical analysis f--e transfer for a sin~e user will be about 10 Gigab)les ( 10*●5 mconstmcted events @
O, I Nlb~es/event). Assufig a 1 .?dbyte/second trader rate this data can be transicmed to the user’s
workstation in alwut I()**4 ~conds or 3 hours.

“ Production reconstmction of event data is highly suited for parallel pmccssing because each elwtt can bc
reconstmclcd totally independent of the other events,

The architecture study (reference 1) explores in some detail hee major hardware options and three sub.
options within option one, I[owever, for purposes of cAploring software architecture options il is su(ficicnt
to start with the SIX Conceptual Architecture from Figure 3.

., ...,.. . *7
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4. SDC Software Architecture Analysis

4.1 Process Used
The process consists of the following steps:

1.

7-.

3.

4.

IdentWlcd key Software Architecture Design Goals. These are listed below under results. 11is irnpomnt
to establish gods early in the process in order to focus the architecture towards mce? “mgthe gmtls, Also,
establishing goals early in the analysis helps to focus on a lxxter definition of the problcm to be solvctl
and can force end users to state [heir objectives about critical needs and expectations,

Proposed a conceptual Software Architecture Model consisting of three Iaycrs. This type of moclcl is
representative of the 130/0S1 type of model and is particularly uwful in Jistributcd envmmrnents. “I”hc
model is shown in detail in the results section below. Drivers for the three layers arc:

“ System Semites Layer . Driven by portability, interoperability, reliability, commort user interface and
dam transparency requirements.

● Common Physics Applbtions Layer - Driven by the need for a common framework for physics
rcccmstruction, analysis, simulation and test.

“ Lnique Physics Applications Layer - Driven by the need for easy analysis software development by
end users within the common framework.

Proposed a conceptual Physics Analysis Framework.

Performed Object Oriented Analysis on

“ Produced Event Topology Model.

Data Storage Management.

4.2 Results of SDC Software Architecture Analysis

4.2.1 Softwara Architecture Design Goals

The following software architecture desi~ goals were iden!rled.

●

●

●

●

●

●

Software should be maintainab!c, c~lcicnt, reliable, understandable, reusable and extensible.

Software ~nability and intemperability should suppofi technology upgadcs and multi-vendor distrib-
u[cd crrviron.mcnts. The SSCI, must provide for standard i.rrkopcrabilily wilh rcrrrotc insiitulirms.
Source code port~biljty of ~hc analj sis scrftwarc cnvirunmcnt should be provdcd for all collaborirtmg
institutions.

‘l-hc cmnmunicatiorrs software should provide (or easy cxchangc of mail, mcss~gcs and grtipllical d~m
bct~.vccn cxtcmal users.

‘I”hc user intclfticc with the sofl~arc stlt.uld he siwtdard aml cusy m use, ‘1.hc user intcrfwx sh)uld
sllppoll d tlllC ilf WCII JS CRpCfl uwrs, “i’hc uwr inlcrl’acc should evolve to support point -mul-cl!ck wMl-
}“WS.

“1.hcudtwarc architecture should prm idc h u suftwwc bu+ or r. fras[mclurc d’ ~timdml scrvlcc~ Illihzillu
iltdustn stwdard cf)mpr)llcnls wtwrcvcr pofwldc. ‘I”IW#oill is II) recur the LX)sl01 cornm]rr \ctWll:c\ M\ll.
w.m 0111}OIICCwld 10 promc)lc s}ilc’tn mlcgrrly,

l’hc w)tliviirt wchllccturc h}uld protdc m cnm(mmcnl or l’r~mcworh II INCIIIIMkUi it C;IS} Ior plI\ I+
L.I\I\ to JdA or IIIOdlf’\ JII;d}\Ii CCKICult[lolll r~~lmk01 tltc l“r;~tllcw~~rk:\uccss t[] (I;it;i IN WICII.III:II}il~



code should b via an easy 10 usc object quefi language, i.e., knowledge @fuucmal daliI $Iructurus
should be transparcru to physicists developing routine analysis code,

● The software architecture should include tools for test data generation and vddatlon agmnsl prcdctcr-
mincd results or lest scripts.

● The software architecture should provide a rcmormble Icvcl of mlinc help, error rccmcq” and m,ur ~IJg-
nost its.

● The software architecture shafl meet all performance requirements,

● Software shall be designed within bud~t and within schtxlulc.

4.2.2 Software Architecture Model

The SDC Software Architecture \lodcl is portrayed as a three layer stack in I:lgurc 4. “1’IIcbott(ml I.lycr ot
the stack is Systcm Services, System scr~ices provide the base scrviccs u tuch the user norndly LIocs not wc
or Views collectively as ‘operating system-. The ‘user- in this context is anyone developing cndr for the
middle layer or in some cases an interactive end user. Systems Services meet the goals of providing ~}stcm
reliability, intercqxrabtity, portability, transparency of internal data stmctures and common user mwfacc
System Scwices exploits the usc of current and emerging industry standards such as 1S0,’0S[, 1}(JSI X,

X-Windows, etc. For a dcta.ifcd discussion of standards please see sw:tion 6, I at the study repon (rci’mcncc
1)1

The middle layer of the stack is Common Physics Applicmion Scm’ices. This layer provides for the
day.to-day control, monitoring and production of reconstructed physics cvems. h al.m provides the frame.
work which suppxts physics analysis. Simulation is included in this layer, FinaUy, Ihc snftwiue develop.
mcnt & testing ettvironmcnt is included,

The third Iaycr contains unique physics ●pplication code, e.g., user written analysis routines,

Figure 4 also shows an expanded view of the soflwarc architecture model, System scmiccs are fwoken down
into more detail and /\P1’s (application program irttcrfacc’s) are shown, A}JI’s arc the exlcmtilly visible part
of the scwices, i,c,, thal pan of the scwice as seen by the software user of it. For example, l)atis Rcwn.
stmction & Classification may use the Network 1’() API to send data over a [.AS, The s.oltware uwr
knows how to uw a service via Ihe I\Pl, the implementation details arc hidden, This Iypc of model can Icml
to a distributed dcsi~ where API’s may be local or rcmolc as in a d,icnl scmcr model,
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4.2.3 Analysis & Simulation Software Architecture

The Analysis & Simulation Software Architecture is Ponrayed in figure 5. The arch~tecture assumes ItIe usc
of a DD?dS (DataBasc Management System). Common physics analysis and simulation codes arc writlen in
modules which could be linked together by the job setup routine without the need of recompiling. The Job
Setup GUI (Graphical Lser Interface) is the point-and-click user interface which allows the user to link the
common physics analysis or simulation routines together to accomplish an analysis or simulation task. “rhem
arc two RukDascs in this architecture. The Que~ RulcBasc is used as a supcmiso~ agent for the interaction
bctwwn DBMS and the rest of the systcm, and the Framework Rulche is used to store the SUICSwhich
assure the compatibility of the two modules for linking.

:\ t)”pical uwr sccrmrio may look like the following:

● Lwr places icons (a ~aphical mprescntation of physics modules) on the scrccn tind spccih the pwsmc-
ters for Lvmy module,

“ IJscr connects modules by point-and.click.

“ In turn, the system checks each connection, m it is made, against the Framework RuleIhse to verify that
the comection is possibk.

“ [f the connection is illegal, the user is warned and has to redo the connection by specifyinfi WTerent
parameters or using diikrent modules.

● Once the setup is done, the user could submit the job as a batch mn or run it intcractivcly,

“ Wlwn the physics moduk access the DBMS (read or write), the query is checked against the Qucty
RuleBase to make sure the query is a le@imatc one. For cxampk, ● usc~ makes a query that may cause
a tcrab)le of data to & sent. The RulcBasc then may issue a warning message to the user. (h, a user
make ● quc~ to the DBMS which violates some physics ruks. The Rulclhse could reject such a query.

c If the query passes the chak then it is passed to the DBMS for processing, othewise ● warning message
is returned back to the user uid the query is aboticd,

This architecture facilitates point-and-click physics analysis anr! simulation. Physics modules ~w represented
on the screen ●s icons, Lkrs can specify an initial environment for a module by double clicking on an icon
10 bring up a setup dialog box. Xlodulcs could be conneclcd together to establish inter-communication by
druwing ● line from a output po~ of one module to a input port O( another module provided the connection
complies to the rules in the Framework RulcBme.

The usc of object oriented methodolo~ encapmlatcs the data stmcture for the physics analysis and simu.
Iatiort modules, hcnec a higher maintainubdity of the codes, MessaB passing mechanism provir.lcs an easier
and more flexible way to inteple the actual physics code with the graphical user interface, “l”o~tthw with
thc Rulcllme systcm, a highly extensible and maintuirwblc framework could k established, As the phy~icq
cxpcticnts advanced, ncw pieces of frarncwrk can bc cusil) added or thc Al onc can be easily qnlatud,
“IIIc Rulclhc prowlcs Ihc mcchmtism to record the intercommunlcwion restrictions amrm~ diffwcnt
moduics without hard. coding them in the program, since th~ Iules ●re mOYI volatile pan nf the Iramcwwtk,
I “pd:lt:ng thcw restrictions requires only updating the Rulcllasc without the need for rc.compdmg and rc.
IIIILIIIHttw pn)grwn
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4.2.4 Event Topology Model

4.2.4.1 ovetWieW

“l”helivcnt Topolofl Model is the resulting model pri,Juced by appl! mg Object Orierucd A.@sis to the
problem domain of the Data Storage Management Subs!slem. The model can be expanded 10 lxxmmc a (uU
scale data bmc schema during the design phase of the Data \fanagcmcnt Subsystcm.

“1’hcllms Storage Mmagcmwtl subs!stcm is a kcy component of the system bccauw it has 10 e!lkc[ivcly

manage the massive amount of data and provide timely delivery 10 the end-users. Simplicity, tktibdity and

expandability arc the kcy Jtivcrs for Ihc CX)A model dutig this and!~is and throughout the Smragc \lan -
:Igcmrml Subsys[cm design phJsc.

.\n cxplanwion of the method and notation used in the analysis is in order Wore proceeding to the wml! sl~
results, Section 6 of this paper #vcs refcrcnccs to mc[hodology l-rooks and pa~rs used. ~“he tool,
00 ATool(T.V), which foUows the notation used in the Peter Coad book was used to develop the mcxlcl.

“Ike notation used by OOA-rool is portrayed in Figure 6. Also, the book by Rumbaugh. ct.al., was heavily
used as a reference. even tbough the R umbaugh notation is difTcrcnt than 00 ATool. Figure 6 shows the
notation for potiraying ● Class (a collection of objects with common attribute names, types and scmices) and
a Class & Object (where an object is ●n individual instance of the claw attribute values and scmiccs), I-here
arc two major inter-class relationships which interconnect and amalgamate classes into a hierarchy, the
Whole. Pan- and the “Generalization .Spccifwation- relationships, Xon.hictmrchical rclmionships are pcm
traycd via the “instance connection”. The Whole. Patt - relationship is shown with a whoic class at the top,
and then a pan class below, with ● line drawn between them. A trhnglc annotation distinguishes classes as
forming ● \Vholc.Part relationship. l!ach end of a Whole- Pm relationskjp line is marked with a cardinalit y
wmotation, indicating the number of pans (e.g. range 1,m) ot’ ● given kind ●ssociated with the whole. On
the other hand, the “Gcncmhzation.Spccidization- rclatiotmhip is shown with a Gcnctalization Class at the
h-spand Spccialiution Class blow, with lines drawn bctwccn thcm. A semi.circle annotation distinguished
Ckssscs forming Gcncmlization&xcialtition relationships, The basic way 10 distinguish Wholc”l’art from
GcneralizationJ5pccialLation is as foUows, The parts of a Whole.Pwl form an “and relationship-. For
cxarnplc, Figure 7, shows that a microcomputer pans are a monitor “and- a systcm hx ‘and- a mouse ‘and-
a keyboard. A Gcncralizat ion. Spccializat ion is an ‘is-a ● hierarchy where the subclasses form m ‘or rckstion.
ship”. Fcr example in the figure, a worker “is a- butcher ‘or” a baker ‘or” a camllcstick maker. Further, for
(.jcn.$$~, atlribu,cs and Scrwiccsarc mhcntcd by the subclasses as in Figure 7. “Ihc aunbutcs and sm’ices
can bc overridden by Ihc subclass and new ●ttributes and scrviccs C* bc added,
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4.2.4.2Analysis Results: Candidate Model

The candidate model, portrayed in Figure 8, is the result of initial 2Lnaly31s. It is impoflanl to nole that this
mm!cl uill continue to evolve as the problem domain is better understood and physics anid: sis needs ciol~c.
For example, the model cumently sho~vs no gencrdizalion-special. imtion (supclass-sulxlass) rckrtimships.
Generalizations may be added later as abstract classes arc recognized. Spcciahwions ma} iw added Iatcr to
provide unique attributes andlor semices Ivithout disturbing the existing structure, Other aspects of the
model may change as the result of early prototyping dlorts.

A description of the model classes and their relationships, for the model as it currently stands, are givrm
below.

4,2.4.2.1. I Event Class.’ The Event class contains object instances of “ctcnl~- or collisions i~llich htivu
passed through the level 3 trigger. The Event class is the smallest unit ivhich distinguish one collision from
the others, The Event class contains attributes such as Event_ \umbcr, Run_iNumlwr, Triggcr_Yiumhcr, CIC,
to uniquely identify itself. The event class is modeled as an aggregate. The ‘parts- of the a-gate arc
Cluster ‘and- Vestcx ‘and- Track ‘and- Candidate- l%icle. The Event class objects are ‘instantiated-, i.e..
the attribute values are stored, as part of production reconstruction prcwssing. Some of the attributes may
& instantiated or updated as part of subsequent physics analysis pmesssing. In fact, all of the event
topology ciassa (Cluster, etc.) arc instantiated by production reconstruction and physics analysis processing,

Two key attributes present in many of the classes am Algorithm-Version and Name, This allows for the fact
that the sarnc Event and Event parts may be classifsecl in difTcrent ways depending upon the algorithm used,
For example, there may & scverad Candidate-Particle object instances w!s.ich are @ of the same Event
object instance, as 10UOWS.

“ Candidate-Pmiclc Object 1

- Candidate-Particle-Type = Muon

- Probability = 50V0

- Algorithm_Xame = WZ

- Algorithm-Version = 1

“ Cartdidatc_Particlc Object 2

- Cmrdidate_Particlc-Type = lllcctrmt

- /\lgorithm_Same = XYZ

— Al@thm_Vcrsion = 2

42421.2 Parts O/ art Event Aggregate: The ‘parts” of the cwmt aggrcplc iirt (-luster ““wI(I”VCPCX “;IIIJ ‘

“l”rw+ “irnd- (hMtdidwtc_l}~iclc.

“ (“luster

“ ll;lLk.

-! Sl)( \!llli\,llt, \lllllllhlllll, \ll,ll\\l. J.()
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The Track class contains reconducted tracking imomnation. A track class is an aggregme of tracking
segmcms from [he tracking detectors: silicon, inner, outer and fonvard. The Track cliIss has attributes
such as AIgoMn_Samc, Algorithrn-Version, Tower_ Location (the Calorimeter to\v:r address which
the track is poiming 10), Posilion (psition vector of the track), Momentum (momemum vcclor of the
Irackj and Emor (accuracy).

9 vertex

The Vemx class records the poim at which track(s) originale and in some cases end. There are t~vo kind
of vcrliccs. The primary and the secondary vcncx. The primary one is crcatcd by a p~iclc coUision
whdc the secondary is created by panicle decay or secondary interactions in the demctor. “l-hc VcncX
t-lass has the following attributes: .xYZ (coordinate in space), lncomingGTrack- \umhcr (the track \vhich
comes into the venex, this would be zcm if this is a prim~ vcrlex) und
List_of_Oulgoing-Track-Sumbcrs (the [rack(s) which expand out from this vertex), The \’crtcx Class is
associiitcd wilh the Track Class as follows. A Vefiex object may bc associated wilh O or I incoming
[racks and I IO ~’ outgoing Iracks.

● Candidatc_Particle

The Candidate-Particle class contains candidate~tiiclc objects of vtious candidate@ icle_typcs, e.g.,
electron, photon, muon, jet, neutrino, ... The other attributes am probability (of the panicle-type) and
algorithm-name and version. h initial step of classifying particles by particle type is performed by pro-
duction rcconstnsction processing according ‘o the table in Figure 4,2.1-5. Notice thar Candidate_ Parucle
has an associative relationship with Cluster, Vertex and Tntck in order to do his classfic~ :Ion. That is,
for each Candidate-Particle object there is Oor I Cluslcr object (A mm Cluster object would occur for a
ncutnno). There could be O or I Vertex object and Oor I Track object associated wilh the
Candidate-Panicle object,

4,2.4.2.f.3 Environment-status C/aSS: The Environment-Status ciass is used to keep environmental data
associated with the Event class co~lafed by time.For h- events there is an instance of environment status
col.lcctcd over a given time period, i.e., while Events occur every 16 nanoseconds. the environmental data
may be collecmd once a second or slower. The scmice Store) Fetch-Environ-Status_ by-Time would allow
the user or software to access the environment auributes for related events by time,

.1 Sl)(, Soll$i,lll,/\ll1111!’1 1111(, ,\ll,ll$\l\ 4“1[1
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5. Plans for 1922

#

5.1 1992 Protoyping and Continued Design

5.1.$ Prototyping

● S DC Simulation Activit j by PhySklSts

- Kcalislic Simulation
– \\ridc ux by Physicists

● HPCC; L)OE Data Base Prololyping b}” Physicists (~ Price of Argonne)
– Relational Version (SyBasc) by Ed May of Argonne
- Object Oriented \-crsion (Objcctstore) by Chris Day of hwrence Ilerkerley Lab

● IBM FSD Prototyping
– Prototype a Physics halysis Framework Consisting ofi

– Objecl Oriented Data Base Manager (Objectivity)
- Data Query Rulcbase
– Analysis Subsystem
– Fmmcworli Rulebase

user Interface for Physics Analysis
- Data Xlisistion Via IEEE Mass Storage Reference Wdcl

5.1.2 Continued Software Architecture Anaiysis & Design

“ Continue Object Oriented Analysis on Remainder of Software Architecture

“ Lsc Operational Scentios to Validate Ob@t Hierarchy
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SDC Computing Architecture Study

●

●

●

Joint Effort Between SDC and IBM FSD

April to December, 1991

Early Analysis & Design of SDC Offline Computing
System

– To Support SDC Proposal to Dept. of Energy in
April 1992

– Trade Study Oriented

- Preliminary Results; Analysis &

– Results to Date Documented in

Design Ongoing

Study Report

– Operational Concepts Development

—

—

—

—

—

SDC System Architecture Analysis

SDC Software Architecture Analysis

Performance Modeling

Standards and Technol~gy Forecast

Costing

4
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● This Presentation Will Cover Results of System &

Software Architecture Analysis

5
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SDC System Architecture Analysis

G-



SDC System Architecture Analysis

Process Used
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Results of SDC System Architecture Analysis

Evaluation Criteria for SDC Offline Computing

● cost

– Hardware acquisition & maintenance costs

– Software acquisition & maintenance costs
(re-use, make or buy options)
– Public domain (HEPLib, etc.)

– Custom developed internally or with outside
help

– Commercial software distributed Iicences &
maintenance fees

“ Schedule Risk
– Ability to meet all critical milestones
– Availability of products to meet evolving stand-

ards
– External dependency risks
– Availability of critical skills
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. Performance

– 100 raw events/second, received from level 3
processing, processed through production recon-
struction without loss of data

– Storage of 100 reconstructed events/second or
10**15 bytes/year (event size = 1 megabyte;
IO**7 seconds/year). An equal amount of
storage assumed for raw event data.

– Any two of three activities supported concur-
rently (production reconstruction, second pass
reconstruction, simulation)

– Data reduction of the 10’+15 bytes of recon-
structed data to a 10**14 byte archive sample
and a 10**9 DST event online sample.

– Transfer of a IO**5 event sample extracted from
the 10**9 DST event online sample to a single
user’s workstation within 3 hours.

– Access to any event in the raw or reconstructed
archive within 24 hours. Access to a large
number of archived events within 2 weeks.

– Accommodate 200 concurrent analysis users
including 50 at the SSCL and the remaincier at
regional centers/institutions.

9
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● Environment

– Technology insertion and software portability

– Common user interface; support for expert and
ad hoc users

– Data structures transparent to physics analysis
I ‘Gers

– Interoperability between the SSCL and remote
institutions

– Levels of code management across distributed
environment, e.g.:
– Production reconstruction at the SSCL

— Analysis at remote institutions
– Automated test tools and test data generation

10
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SDC Software Architecture Analysis

13
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Process Used

1. Identified Key Software Architecture Design Goals

2. Proposed a Conceptual Software Architecture Model

Consisting of Three Layers

●

●

●

System Semites Layer - Driven by Portability,
Interoperability, Reliability, Common User inter-
face and Data Transparency Requirements

Common Physics Applications Layer - Driven by
the Need for a Common Framework for Physics
Reconstruction, Analysis, Simulation and Test

Unique Physics Applications Layer - Driven by
the Need for Easy Analysis Software Develop-
ment by End Users W{thin the Common Frame-
work

3. Proposed a Conceptual Physics Analysis Framework

4. Performed Object Oriented Analysis cm Data Storage

Management

● Produced Event Topology Model

14



Results of SDC Software Architecture Analysis

Software Architecture Design Goals

●

●

●

●

●

Software should be maintainable, efficient, reliable,

understandable, reusabltk and extensible.

Software portability and interoperabi!ity should
support technology upgrades and multi-vendor dis-

tributed environments. The SSCL must provide for
standard interoperability with remote institutions.
Source code portability of the analysis software envi-
ronment should be provided for all collaborating
institutions.

The communications software should provide for
easy exchange of mail, messages and graphical data
between external users.

The user interface with the software should be
standard and easy to use. The user interface should
suppoti ad hoc as well as expert users. The user
interface should evolve to support point-and<lick

analysis.

The software architecture should provide for a soft-

ware bus or infrastructure of standard services uti-

lizing industry standard components wherever

15
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possible. The goal is to incur the cost of common

se~ices software only once and to promote system
integrity.

● The software architecture should provide an environ-

ment or framework which makes it easy for physi-
cists to add or modify analysis code without relink of
the framework. Access to data by such analysis
code should be via an easy to use object query lan-
guage, i.e., knowledge of internal data structures
should be transparent to physicists developing
routine analysis code.

● The software architecture should include tools for
test data generation and validation against predeter-
mined results or test scripts.

● The software architecture should provide a reason-
able level of online help, error recove~ and error
diagnostics.

● The software architecture shall meet all performance
requirements.

o Software shall be designed within budget and within
schedule.

16
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Object Oriented Analysis Tool (TM) Notation
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1992 Prototyping and On-Going Design

Prototyping

● SDC Simulation Activity by Physicists
– Realistic Simulation
– Wide Use by Physicists

● HPCC/DOE Data Base Prototyping by Physicists
(Larry Price of Argonne)
– Relational Version (SyBase) by Ed May of

Argonne
– Object

Day of
Oriented VerGon (Objectstore) by Chris
Lawrence Berkerley Lab

“ IBM FSD Prototyping
– Prototype a Physics Analysis Framework Con-

sisting of

– Object Oriented Data Base Manager (Objec-
tivity)

– Data Query Rulebase
– Analysis Subsystem

– Framework Rulebase

– User Interface for Physics
– Data Migration Via IEEE Mass

ence Model

Analysis

Storage Refer-

22
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Continued Software Architecture Analysis &
Design

● Continue Object Oriented Analysis on Remainder of

Software Architecture

“ Use Operational Scenarios to Validate Object Hier-

archy

23
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1. Study Report : Solenoidal Detector Collaboration
Computing Section, Architec?~ral Studies and Anal-

ysis, December 16, 1991, SDC Computing Working
Group and IBM Federal Sector Division

2. Rumbaugh, J. Blaha, M. Premerlani, W. Eddy, F.
and Lorensen, W. Object-Oriented Modeling and
Design, Prentice Hall, Englewood Cliffs, NJ, 1990.

3. Coad P. and Yourdon, E. Object-Oriented Analysis.
Prentice Hall, Englewood Cliffs, NJ, 1990.

24



4.

5.

6.

7.

8.

Cardenas, A. and McLeod, D. Research Founda-

tions In Object-Oriented AI Id Semantic Database

Systems. Prentice Hall, Englewood Cliffs, NJ, 1990,

Rebecca J. Wirfs-Elrock and Ralph E. Johnson, Sur-

veying Current Research In Object-Oriented Design.

Communication Of The ACM v.33, n.9, September

1990, pp104-124.

Brian Henderson-Sellers and Julian M. Edwards, The

Object-Oriented Systems Life Cycle. Communication

Of The ACM v.33, n.9, September 1990, pp142-159,

Paul T. Ward, How to Integrate Object Orientation

with Structured Analysis, IEEE

Related Class Notes from The

riculum

Larry Constantine, The Object

Software, March 1989.

CASE Real-Time Cur-

Oriented Paradigm,

Keynote Address to Object Oriented Systems Sym-

posium, Boston, MA, Summer 1989. Article from

’25
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Am’:!’~ m Prw:lwnrner: Object Oriented and Struc-
tured Methods: T’oward Integration

%m Schapelle, Susan Lilly, Object Based Ada Soft-
Ij;;-~~ E[~qmeering, Class Notes, July, 1991 (IBM FSD
SC)f!’Wi3tW Erigineering Process)

,.,
::dw+ d Yourdon, Auld Lang Sync, Byte Magazine,
<j@ .!Qqo, pp257-264.....!.

!%Wt:rirk 1? Brooks, Jr., Univ. of North Carolina at

Chapel Hill, No Silver Bullet, Computer Magazine,
Apr. 1997, pp10-19.

26


